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However…

Figure from http://cvpr-dira.lipingyang.org
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Problem: Limited Labeled Data

Visual Learning Beyond Natural Images



A Broader Study of Cross-Domain Few-
Shot Learning

Yunhui Guo, Noel C Codella, Leonid Karlinsky, James V Codella, 
John R Smith, Kate Saenko, Tajana Rosing, Rogerio Feris

ECCV 2020



Few-Shot Learning Problem
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Meta-learning: Learn how to learn with few examples in training tasks. 
Performed via many trials of k-shot n-way tasks, while optimizing.

Evaluate method on novel tasks and 
measure accuracy over many trials.

Query set:
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Current research explores few-
shot categories with 
exceptionally high similarity to 
training data!

In practice, few-shot categories 
can wildly differ to training data, 
causing all existing techniques to 
break-down and perform worse 
than baseline simple methods. 

What happens when data is different from expected domain?
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tieredImageNet was first attempt to address

But these are all 
still categories 
within the 
domain of 
natural images!



Significant progress on miniImagenet / tieredImageNet
(numbers below already outdated)



Let’s get more realistic by gradually leaving domain: 
Proposed Cross-Domain Evaluation Benchmark
Source Domain: Target Domains:

CropDisease:
Perspective

Natural Images
Color

ImageNet:
Perspective

Natural Images
Color 

EuroSAT:
No Perspective
Natural Images

Color

ISIC:
No Perspective
Medical Images

Color

ChestX:
No Perspective 
Medical Images

Grayscale

Decreasing Similarity to ImageNet

(Disjoint Label Spaces)

https://www.learning-with-limited-labels.com/challenge

https://www.learning-with-limited-labels.com/challenge


Meta-learning doesn’t generalize well. Fine-tuning is 
better. Ensembles are even better.
• We evaluate performance of 

current meta-learning, cross-
domain few-shot learning, fine-
tuning, and ensemble 
methods.

• Meta-learning approaches 
perform worst, even methods 
tailored for cross-domain. 

• Fine-tuning is better.

• Ensemble approaches are best.  

https://arxiv.org/pdf/1912.07200.pdf

https://arxiv.org/pdf/1912.07200.pdf


Best Meta-learning approach Prior state-of-art

Details of results on each dataset



Details of results on each dataset
Best transfer-learning approach



Intelligent selective ensembles outperform naïve 
ensembles.

Best ensemble approach



Similar Conclusions Hold for Document Analysis
Experiments with the RVL-CDIP dataset (document classification) 



We have shown that fine-tuning methods 
outperform meta-learning methods for cross 

domain few-shot learning

How to choose which layers to fine-tune for a 
given dataset?



Where to fine-tune in a deep network?

§ Fine-tune just the last layer?
§ Fine-tune the last K layers?
§ Fine-tune all network parameters?
§ Fine-tune a non-contiguous set of layers?
§ How to make these choices for high capacity models with 

10s, or 100s, or 1000s of layers?



Where to fine-tune in a deep network?

§ Fine-tune just the last layer?
§ Fine-tune the last K layers?
§ Fine-tune all network parameters?
§ Fine-tune a non-contiguous set of layers?
§ How to make these choices for high capacity models with 

10s, or 100s, or 1000s of layers?

It depends on the dataset, pre-trained model, …

Fine-tuning is an art !



SpotTune: Transfer Learning through 
Adaptive Fine-Tuning

Yunhui Guo, Honghui Shi, Abhishek Kumar, Kristen Grauman, 
Tajana Rosing,  Rogerio Feris

CVPR 2019



[Guo et al, CVPR 2019]



SpotTune: Transfer Learning through Adaptive Fine-Tuning

[Guo et al, CVPR 2019]
* General approach to any architecture (ResNet, VGG, …)



SpotTune automatically 
identifies the right fine-
tuning policy for each 

dataset, for each training 
example. 

SpotTune: Transfer Learning through Adaptive Fine-Tuning

[Guo et al, CVPR 2019]

Fine-Tuning Policy Visualization



SpotTune: Transfer Learning through Adaptive Fine-Tuning

[Guo et al, CVPR 2019]



[Guo et al, CVPR 2019]

SpotTune: Transfer Learning through Adaptive Fine-Tuning

SpotTune sets the new state of the art on the Visual Decathlon Challenge



AdaShare: Learning What to Share for 
Efficient Multi-Task Learning 

Ximeng Sun, Rameswar Panda, Rogerio Feris, Kate Saenko

NeurIPS 2020



Hard Parameter Sharing

Task 1 Task 2 Task 3

Shared 
Layers

Task-Specific 
Layers

§ Hand-designed architectures  composed of base layers that are shared across tasks and 
specialized branches that learn task-specific features. 

§ Performance depends on 
“where to branch” in the 
network [Misra et al, 2016]

§ The space of possible 
branching architectures is 
combinatorially large ! 



Soft Parameter Sharing

Task 1

§ Network column for each task and a mechanism for feature sharing between columns.

Task 2 Task 3

Number of parameters grow linearly with the number of tasks !



Problem

Can we determine which layers in the network should be shared 
across which tasks and which layers should be task-specific to 
achieve the best accuracy/memory footprint trade-off for scalable 
and efficient multi-task learning?



§ Single network that supports separate execution paths for different tasks

Proposed Approach: AdaShare

Task 1-Specific Task 2-Specific Shared Skipped

Task 1

Task 2



AdaShare: Learning what to Share in Multi-Task Learning



AdaShare: Learning what to Share in Multi-Task Learning



AdaShare: Experimental Results
§ CityScapes [2 tasks].  AdaShare achieves the best performance on 5 out of 7 

metrics using less than 1/2 parameters of most baselines. 



AdaShare: Experimental Results
§ NYU v2 [3 tasks]. AdaShare achieves the best performance on 10 out of 12 

metrics using less than 1/3 parameters of most baselines. 



AdaShare: Experimental Results
§ Tiny-Taskonomy [5 Tasks]. AdaShare outperforms the baselines on 3 out of 5 tasks 

using less than 1/5 parameters of most baselines.  



Visual Learning Beyond Natural Images: Summary 

§ Naïve fine-tuning outperforms current meta-learning approaches for 
cross-domain (beyond natural images) few-shot learning 

§ The optimal set of layers to fine-tune is dependent on the dataset. 
SpotTune automatically decides which layers of a model should be shared 
with the pre-trained model and which layers should be fine-tuned

§ Deciding what features should be shared is also crucial for joint multi-task 
learning. AdaShare selects specific computational paths for each task to 
maximize accuracy and efficiency.



Thank you !
§ Y. Guo, N. Codella, L. Karlinsky, J. Smith, T. Rosing and R. S. Feris. ”A new Benchmark for 

Evaluation of Cross-domain Few-shot Learning." ECCV 2020
(* equal contribution) [code available]

§ Y. Guo, H. Shi, A. Kumar, K. Grauman, T. Rosing and R. S. Feris. “SpotTune: Transfer 
Learning Through Adaptive Fine-Tuning” CVPR 2019 [code available]

§ X. Sun, R. Panda and R. S. Feris. “AdaShare: Learning What to Share for Efficient Deep 
Multi-Task Learning”. NeurIPS 2020


